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S What is Big Data?

* Big Data is high volume, high velocity and high
variety of data that require new forms of processing
to enable knowledge extraction, insight discovery,
decision making, and process optimization
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What is Big Data?

As of 2011, the global size of

By 2014, it’s anticipated
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Sources: McKinsey Global Institute, Twitter, Cisco, Gartner, EMC, SAS, IBM, MEPTEC, QAS
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S What is Big Data?

 The 4 V’s of Big Data:
1. Volume

03.10.2018

The main characteristic of Big Data is the volume
The volume of data impacts its analysis

Historical data is important especially for
Business Intelligence

Data generated from different sources are stored

together to create correlations and extract
knowledge.




S What is Big Data?

 The 4 V's of Big Data:
2. Variety

— Variety refers to the types of data available for
analysis

— Multiple types of data: numbers, dates, text,
images, video, etc.

— Multiple sources for data: companies databases,
social media, blogs, etc.

— Structured, unstructured and hybrid types of
data.
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S What is Big Data?

* The 4 V’s of Big Data:
3. Veracity
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Veracity refers to the trustworthiness of the data.
The quality of the data can affect the analysis process

The data must be representative, relevant, consistent,
accurate and current to discover patterns

The data must be preprocessed to extract relevant
knowledge




S What is Big Data?

* The 4 V’s of Big Data:
4. Velocity
— Velocity refers to how fast the data is processed

— The faster the date is processed, the faster it can
be queried and interpreted to extract knowledge

— A rapid data analysis helps to correctly and rapidly
make and take decision
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What is Big Data?
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S What is Big Data?

* The 5 V’s of Big Data:
5. Value:

— A critical objective of Big Data is to use the 4 V to
create value

— Through data analysis, Value is achieved by
making the data profitable and help to increase
revenue and decrease costs
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S What is Big Data?

 The 8 V’s of Big Data:

6. Variability of the data must be also taken into
account

— The meaning of data is constantly changing

— The context where the data appears must be
understood

03.10.2018 11



S What is Big Data?

 The 8 V’s of Big Data:

7. Visualization refers to presentation of data in a
pictorial or graphical form

— Analytics preserved visually

 To understand difficult concept
 Toidentify new patterns

— Interactive visualization: charts, graphs, etc.
— Develop new techniques for data visualization
— Used for data exploration

— Detect inconstancies in the data structure
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S What is Big Data?

* The 8 V’s of Big Data:

8. Vicissitude refers to the challenges of scaling Big
Data complex workflows.

03.10.2018 13



S Why Big Data?

* Increased storage capacities
— Storage capacities have grown

— Storage (now) is cheap — cost of storage/GB
decreased

03.10.2018 14



Why Big Data?

Data storage has grown significantly, shifting markedly from analog to
digital after 2000
Global installed, optimally compressed, storage

Overall Detail
Exabytes %; exabytes
300 100%= 3
Digital~ 1

250 |
200 |
190 r Analog 99
100

50 n

D 1 1 1

1986 1993 2000 2007 1986 1993 2000 2007

NOTE: Numbers may not sum due to rounding.

SOURCE: Hilbert and Lopez, “The world's technological capacity to store, communicate, and compute information,” Science,
2011
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S Why Big Data?

* |ncrease of processing power

— Computation capacity has also risen sharply

— New means of scaling computations: GPU, Hadoop, Spark,
etc.

03.10.2018 16



S Why Big Data?

* Availability of data

—More data is available

— Different types of data are available:

* Private sector (financier corporations, banks,
etc.)

* Social media
* Internet of Things

03.10.2018 17



Why Big Data?

Companies in all sectors have at least 100 terabytes of stored data in the
United States; many have more than 1 petabyte

Discrete manufacturing?
Government

Communications and media
Process manufacturing®

Banking

Health care providers?

Securities and investment services
Professional services

Retail

Education

Insurance

Transportation

Wholesale

Utilities

Resource industries

Consumer & recreational services
Construction

Stored data in the
United States, 20097
Petabytes

966
848
715
694
619
434
429
411
364
269
243
227
202
194
116

106
51

1 Storage data by sector derived from IDC.

2 Firm data split into sectors, when needed, using employment

Stored data per firm
(=1,000 employees), 2009
Terabytes

Number of firms with
>1,000 employees?

1,000
647
399
835
KYh|
1,172
11 3,866
1,478
522
843
280
283
376
129
140
708
222

3 The particularly large number of firms in manufacturing and health care provider sectors make the available storage per

company much smaller.

SOURCE: IDC; US Bureau of Labor Statistics; McKinsey Global Institute analysis
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Why Big Data?

The type of data generated and stored varies by sector’ Penetration
Text/ M righ
Video Image Audio numbers % Medium
Banking Low
Insurance

Securities and investment services

Discrete manufacturing I
Process manufaciuring L

Retail
Wholesale

Professionalsenices oo

Consumer and recreational services

Health care
Transportation -

Communications and media? _—_
Utilities |

Construction
Resource industries _—

Government _ _
Education

1 We compiled this heat map using units of data (in files or minutes of video) rather than bytes.
2 Video and audio are high in some subsectors.
SOURCE: McKinsey Global Institute analysis
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S Why Big Data?
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Why Big Data?
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Text
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L SECONDS |
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Search
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Snaps
Created

38 Million |
Messages
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Emails Sent
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Why Big Data?

Data generated from the Internet of Things will grow exponentially
as the number of connected nodes increases

Estimated number of connected nodes e

growth rate 2010-15, %

Million
72-215 @
514 Security 50+
| 10=30 Health care 50+

sEnergy

1-3
~Industrials
Retail

/HII=FI Travel and logistics

0805

28-83 Utilities (45 )

Automotive @

2010 2015
NOTE: Numbers may not sum due to rounding.
SOURCE: Analyst interviews; McKinsey Global Institute analysis
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S Types of Big Data

e Structured Big Data
e Unstructured Big Data
e Hybrid (Multi-Structured) Big data
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S Types of Big Data

e Structured Big Data

— Refers to data that have a predefined data model

— Has a strict schema which generally adheres to the Relational
Algebra Theory

— The data set’s attributes are predefined and have a strict
data type: number, datetime, string, etc.

03.10.2018 24



S Types of Big Data

e Structured Big Data sources:

— Computer or machine generated data is data that
generally refers to data that is created by a machine
without human intervention.

— Some examples:

* Sensor data: generated by sensors, medical devices, GPS,
etc.

* Web log data: data captured by machine’s activates, it is
generated by servers, applications, networks, etc.

* Financial data: financial systems use predefined rules that
automate their processes, e.g. stock-trading
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S Types of Big Data

e Structured Big Data sources:

— Human generated data is data that is generated by the
interaction of human with computers

— Some examples:

* Input Data:information and data that humansinput in a computer,
e.g. when buying an airplane ticket a human will input his name, age,
gender, passport ID, etc.

* Click-stream data: data that is generated when humans click a link on
a website. This data is used to analyze and determine customer
behavior and buying patterns

* Gaming related data: used to record the player’s moves in a gameto
understand and develop new wining strategies

03.10.2018 26



S Types of Big Data

e Structured Big Data technologies:

— Relational databases: Oracle, PostgreSQL, MySQL,
Microsoft SQL server, Teradata

— Data Warehouses and Data Marts
— Enterprise Resource Planning software (ERP)

— Customer Relationship Management software
(CRM)

— Mainframes

03.10.2018 27



S Types of Big Data

e Unstructured Big Data

— Refers to data that does not have a predefined data model

— Does not have a strict schema, generally it uses a flexible
schema-free model

— The data set’s attributes are not predefined and they do not
have a strict data type

— Employs the use of different data structures: sets, lists, maps,
etc.

03.10.2018 28



S Types of Big Data

e Unstructured Big Data sources:

— As in the case of Structured Big Data, they are
machine or human generated

— Some examples of machine generated unstructured
data:

 Satellite images includes weather data or the data the governments
captures in their surveillance satellites

 Scientific data includes seismic imagery, atmospheric data, etc.

* Photographs and videos includes security, surveillance and traffic
videos

e Radar and sonar data includes meteorological and oceanographic
seismic profiles.
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S Types of Big Data

e Unstructured Big Data sources:

— Some examples of human generated unstructured
data:

Text internal to a company: word documents, excel spreadsheets,
emails, etc.

Social media data: Facebook, Twitter, YouTube, LinkedIn, Instagram,
etc.

Mobile data: text messages, location information, etc.
* Website content: News sites, YouTube, Instagram, etc.
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S Types of Big Data

* Unstructured Big Data technologies:

— NoSQL databases: MongoDB, CouchDB, Neo4J,
Cassandra, etc.

— Distributed storage frameworks: Hadoop

— Data Lakes (a storage repository that stores vast
amounts of raw data in its native format).

— Enterprise Content Management Systems (CMS)
that manage the complete life cycle of contend
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S Types of Big Data

* Hybrid Big Data
— Combines Structured and Unstructured Big Data

— Combines the data sources for Structured and
Unstructured Big Data and correlates the
information

— Combines the technologies used for structured and
unstructured Big Data
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Types of Big Data

TYPES OF BIG DATA

Main Frame
SQL Server
Oracle

DB2

Sybase

Access, Excel, txt, etc
Teradata

Neteeza, Other mpp
SAP, JDE, JDA, Other
{8
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Emergung Market Data
Loyalty
E-Commerce
Other Third Party Data

+ Weather

Cumrency Conversion

« Demographic

« Panel
POS, POL, IR, EDI, RFID,
NFC, QR, IRI, Rsi, Nielsen,
Other Syndicated, IMS,
MSA, efc.




S Techniques

* When Big data is a problem?

1. When the operations on the data are complex:
— Modeling and reasoning
— Knowledge extraction
— Pattern extraction
2. When usual algorithms cannot handle big amounts
of data:

— Performance and query execution time
— Parallelism and distribution
— Resource usage (CPU, RAM)
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Techniques

* Big Data combines multiple research fields:
— Databases
— Knowledge Discovery in Databases (KDD)
— Data Mining and Text Mining
— Parallel and distributed algorithms
— High Performance Computing (HPC)

— Information Retrieval (IR) and subdomains: Multi-Lingual Information
Retrieval (MLIR)

— Natural Language Processing (NLP)
— Semantic Web

— Probabilities and Statistics

— Machine Learning

— Etc.
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S Distributed architectures

e Adistributed architecture is a model in which
resources located on network computers are
put together in a resource pool to achieve a
common goal.

* Aclusteris a set of tightly connected
computers that work together so that, in
many respect they can be seen as a single
system
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S Distributed architectures

e Scalability is the capability of a system to
handle a growing amount of work

* Types of scaling

— Vertical scaling (scale up/down)

* Means that you can scale by adding more resourcesto
an existing machine, e.g. CPU, RAM, HDD, etc.

— Horizontal scaling (scale out/in)

* Means that you can scale by adding more machines
into the resource pool, e.g. add nodes to the cluster.
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S Distributed architectures

* Resource sharing in a cluster

— Shared everything architecture

* Is a distributed computer architecture in which each node is added
its resources to the resource pool

* More specifically, the user sees the total amount of memory, CPU
or disk storage and not individual amounts

— Shared nothing architecture

* |s adistributed computer architecture in which each node is
independent and self sufficient

* More specifically, none of the nodes share memory, CPU or disk
storage

03.10.2018 39



Distributed architectures

Application

— Database

Shared Nothing Shared Few Shared Everything
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S Distributed architectures

* Replication involves sharing information so as
to ensure consistency between redundant
resources and to improve reliability, fault-
tolerance, or accessibility.

* Replicationis archived when the same data is
stored on multiple storage devices
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S Distributed architectures

Blocks Replication

Block
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S Distributed architectures

* Replication from the architecture perspective
— Master-Slave

 The Master node supports all the operations, i.e.
create, read, update, delete (CRUD)

* Only the Master node can start a transaction
* Only the read operation is supported on the Slave node

— Multi-Master

e All the nodes support all the CRUD operations
* All the nodes can start a transaction
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S Distributed architectures

* Types of replication from the transaction
perspective

— Synchronous replication

 Guarantees 0 data loss, i.e. a transaction either is
completed on all the nodes or not at all

* A transaction is not considered complete without
acknowledgment from all the nodes

* Applications wait for a write transaction to complete
before proceeding with further work, hence overall
performance decreases considerably.

03.10.2018
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S Distributed architectures

* Types of replication from the transaction
perspective

— Asynchronous replication

* Transaction is considered complete as soon as the local
storage acknowledges it

* Remote nodes are updated but with (a small) lag

e Performance is greatly increased, but in case of losing a
local storage, the remote storage is not guaranteed to

have the current copy of data and most recent data
may be lost.
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S Distributed architectures

Synchronous replication

1. Application send a transaction to A
2. A commits transaction
2. A sends transaction to B and wait for reply

A: B:
Master i
Replica
database database

4 B commits the transactiongand replies to A

5. Areceives the reply from B and can return from the transaction
6. Application returns from the transaction and can continue
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Distributed architectures

Asynchronous replication

1. Application send a transaction to A
2. A commits transaction
3. A sends transaction to B and wait for reply

A: B:
Master i
Replica
database database

4 B buffers the transactionand repliesto A

5. A receives the reply from B and can return from the transaction
6. Application returns from the transaction and can continue
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Distributed architectures

ASYNCHRONOUS REPLICATION

Master

sy time difference=0ms
H=

SYNCHRONOUS REPLICATION

i-»

Master Slave

tlme difference=0ms
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S Cloud Computing

* Cloud Computing

— Is the delivery of on-demand computing resources
over the internet on a pay-for-use basis

— The resources available include everything from
data centers to applications

— Often referred as simply “the cloud”
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S Cloud Computing

* Cloud Computing
— Infrastructure as a Service (laaS)
— Database as a Service (DBaa$)
— Platform as a Service (PaaS)
— Software as a Service (SaaS)
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S Cloud Computing

Everything as a Service - XaaS

o 1
SaaS
PaaS
DBaaS
laaS
Hardware Layer / Networking
- s oy
oo : dhdemandware
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S Cloud Computing

* |aaS (Cloud Computing)

— Is an instant computing infrastructure provisioned
and managed over the internet.

— It provides virtual computing resources over the
internet
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S Cloud Computing

e |aaS features:

— Provision fundamental computing resources in the form of
Virtual Machines (VM)

— Resources are distributed and support dynamic scaling

— Deploy and run arbitrary software, meaning middleware,
and operating systems;

— Control over operating systems, storage, and deployed
applications

— User does not manage or control the underlying Cloud
infrastructure
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S Cloud Computing

e DBaaS (Cloud Computing)

— Is an architectural and operational approach
enabling DBAs to deliver database functionality as
a service to internal and/or external users

— Some IT specialists consider it as a part of PaaSs,
others don’t
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S Cloud Computing

e DBaaS features:

— Pre-configured, automatically installed database
services for users

— Management of database instances using on
demand, self-service mechanisms to the users

— Maximum availability
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S Cloud Computing

e PaaS (Cloud Computing):

03.10.2018

Provides a platform allowing users to develop,
run, and manage applications without the
complexity of building and maintaining the
infrastructure typically associated with developing
and launching an application.

Is a complete development and deployment
environment in the cloud, with resources that
enable you to deliver everything from simple
cloud-based apps to sophisticated, cloud-enabled
enterprise applications
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S Cloud Computing

* Paas features:
— Deploy applications onto the Cloud infrastructure

— Integrated development framework: programming
languages, tools and libraries are supported by the
provider

— Analytics and or business intelligence tools are
provided as a service with PaaS to allow users to
analyze and mine their data

— Control over the deployed applications
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S Cloud Computing

e SaaS (Cloud Computing):

— Allows users to connect to and use cloud-based
applications over the Internet

— |t is sometimes referred to as “on-demand
software”

03.10.2018 58



S Cloud Computing

e SaaS features:
— Applications are supplied by the cloud provider

— Applications are accessible from various client
devices (e.g. web browsers, APIs);

— Examples: GMAIL, Dropbox, Office 365, Amazon
Web Services

03.10.2018 59



S Cloud Computing

* Deployment models for Cloud Computing:
— Private cloud

— Public cloud
— Hybrid cloud

—

Cloud

Computing
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S Cloud Computing

* Deployment models for Cloud Computing :

— Private cloud
* Single-tenant architecture
* On-premise hardware

e Direct control of infrastructure
* E.g. OpenStrack, VMware ESXi
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S Cloud Computing

* Deployment models for Cloud Computing :

— Public cloud
 Multi-tenant architecture
e Pay-as-you-go pricing model

* E.g. Amazon AWS, Microsoft Azure, Google Cloud
Platform
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S Cloud Computing

* Deployment models for Cloud Computing :

— Hybrid cloud
e Cloud bursting capabilities
* Benefits both public and private environments
 Combination of both public and private providers

03.10.2018 63



S Storage and tools

* Relational and NoSQL databases
* MapReduce

 Hadoop

 HDSF

* YARN

e Spark
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S Storage and tools

e Database (DB) is an organized collection of data. The
collection of data is organized in schemas, tables,
reports, views and other object.

 Database Management Systems (DBMS) is
a computer software application that interacts with
the user, other applications, and the database itself
to capture and analyze data.

* A general-purpose DBMS is designed to allow the
definition, creation, querying, update, and
administration of databases.
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S Storage and tools

* There are multiple types of DBMS, usually classified
by the way they store data:

— Relational database management systems (RDBIVISs):
Oracle, Microsoft SQL Server, MySQL, PostgreSQL, IBM
DB2, Hive

— XML Databases: BaseX
— Object-oriented DBMSs: ObjectDB, Caché

— NoSQL DBMSs:
* Key-Value DBMSs: Riak, Redis
* Document-oriented DBMSs: MongoDB, Apache CouchDB
* Column-oriented DBMSs: Apache HBase, Cassandra
e Graph DBMSs: Neo4)
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S Storage and tools

e XML Databases
— Stores the information in XML format

— This data can be queried, transformed, exported and
returned to a calling system

— To manipulate the data, different technologies are used:

e XQuery (XML Query) is a language used to query and transform
collations of structured and unstructured data in XML format

e XPath (XML Path Language) is a query language used for selecting
nodes from a XML document

» XSLT (Extensible Stylesheet Language Transformations) is a
language for transforming XML documents into other XML
documents or formats (e.g. HTML)
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S Storage and tools

* Object Oriented Databases:
— Stores the information in the form of objects

— Supports Object Oriented Programming principles:
Polymorphism, Inheritance and Encapsulation

— Are integrated to work with different frameworks, e.g.
ObjectDB is integrated in Java EE (J2EE) and Spring web
application and can be deployed on servlet containers
(Tomcat, Jetty) as well as J2EE application servers
(GlassFish, JBoss).

— Support of different query languages, e.g. JDOQL (Java
Data Objects Query language — based on the Java syntax),
JPSQL (JPA Query Language), etc.
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S Storage and tools

e NoSQL Databases

Type Example

. Key-Value Store r?dls w rl q k
‘Wide Column Store TB

H-BASE cassandra

Document Store ‘ m OngO DB =

CouchDB

relax |

Graph Store (\ Neo4] lnﬁnlteGraph
( l

The Distributed Graph Database
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Storage and tools

e NoSQL Databases Motives

— Avoidance of unneeded complexity
* Avoidstrict data consistency
* ACID properties for transactionsare to restrictive

— High throughput

* NoSQL database provide a significantly higher data throughput than
traditional RDBMSs

— Easy horizontal scaling

— Avoidance of expensive object-relational mapping

— Decrease the complexity and cost of setting up database clusters
— Compromising reliability for better performance

— Moving to the cloud
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S Storage and tools

* NoSQL: Key-Value Databases
— Stores the information as a map/dictionary
— Allows clients to put and request values per key
— Favor high scalability over consistency

— Omit rich ad-hoc querying and analytics features
(join and aggregate operations are set aside)
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Storage and tools

* NoSQL: Key-Value Databases

Value
AAA,BBB,CCC
AAA,BBB

AAA,DDD
AAA 2 01/01/2015
3,777,5623
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S Storage and tools

e NoSQL: Document-Oriented Databases
— The next logical step from Key-Value Databases
— Are schema-less semi-structured databases

— Support datatypes and collections type (integers,
floats, strings, datetime, array, objects, etc.)

— Supports nested documents
— MongoDB supports atomic update.
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Storage and tools

e NoSQL: Document-Oriented Databases
{

first name: ‘Paul’, N

surname: ‘Miller’, o
cell: 447557505611, et
. city: ‘London’, fw””gpd
Fields <> location: [45.123,47.232],

' . . Fields can contain
Profession: [‘banking’, ‘finance’, ‘trader’],

arrays

4 cars: |

{ model: ‘Bentley’, ~
year: 1973,
value: 100000, .. }, \ Fields can contain an array of sub-
{ model: ‘Rolls Royce’, documents

year: 1965,
value: 330000, .. } »
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e NoSQL: Document-Oriented Databases

= g L= { customer id : 1,
—— first name : "Mark",
- 3 = last name : "Smith",
___~_-_ e Whesc... city : "San Francisco",
— e T " — phones: [ {
up—— || sl — | — e type : “work”,
— = number: “1-800-555-1212"
— e S = T B e b
—_ __< - - { type : “home”,
— e ] number: “1-800-555-1313",
e T ':- = DNC: true
= Sr — | | S | b
—— — — { type : “home”,
— = —=_= & number: “1-800-555-1414",
= = A DNC: true
= == = = = }
—E & - )
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e NoSQL: Column-Oriented Databases

— Are used to store and process data by column
instead of row

— Its origin is in analytics and business intelligence

— Column-stores operate in a shared-nothing
massively parallel processing architecture

— Can be used to build high-performance
applications
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e NoSQL: Column-Oriented Databases

1007 - FirstName: Tc-m - Address1: F'_EI'D1 anjmnj Dr.
: MiddIEHamE T . AddressZ; Suite#813 !
... lastName: - Tester - City: Tampa -
State: FL
Zip: 34637
. . . Country: US
1002 : FirstName: - Bob . Address1: 1234 Sunny Clrcle
.......... rﬂlddlema.“-.le: E e e e e e . {:1-'_.'-",: e E’E‘H’Erl}l' HlHS e e e e e e oo
. LastName: @ Builder . State: CA :
: : - Zip: 890210
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* NoSQL: Graph Databases:

— Uses graph structures for semantic queries with
nodes, edges and properties to represent and
store data

— A key concept is the graph (vertices and edges)
which directly relates data items in the store

— The vertices are the items (data, things)

— The edges represent the relationship between the
data
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* NoSQL: Graph Databases

disclosure = secret
age « § months

age « 12 years
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* Philosophyto Scale for Big Data

“Work” Divide Work
“worker” ‘wo;ker" “worker”

“Result” Combine Results
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* MapReduce

— Is a programming framework (paradigm or model) that
allows us to perform distributed and parallel processing on
large data sets in a distributed environment.

edureka!

-? ReduceUL

Reducen!
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* MapReduce

— MapReduce consists of two distinct tasks — Map and
Reduce.

— As the name MapReduce suggests, reducer phase takes
place after mapper phase has been completed.

— The output of a Mapper or map job (key-value pairs) is
input to the Reducer.

— The reducer receives the key-value pair from multiple map
jobs.

— Then, the reducer aggregates those intermediate data
tuples (intermediate key-value pair) into a smaller set of
tuples or key-value pairs which is the final output.
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 MapReduce word count example

The Overall MapReduce Word Count Process

Input Splitting Mapping Shuffling Reducing Final Result

Deer, 1

River, 1

Deer Bear River
Car Car River Car Car River
Deer Car Bear

Deer Car Bear
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 Hadoop

— Is a framework that allows for the distributed processing of
large data sets across clusters of computers using simple
programming models.

— Is designed to scale up from single servers to thousands of
machines, each offering local computationand storage.

— Rather than rely on hardware to deliver high-availability,
the framework itself is designed to detect and handle
failures at the application layer, so delivering a highly-
available service on top of a cluster of computers, each of
which may be prone to failures.
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 Hadoopincludesthese modules

— Hadoop Common: The common utilities that
support the other Hadoop modules.

— Hadoop Distributed File System (HDFS™): A
distributed file system that provides high-
throughput access to application data.

— Hadoop YARN: A framework for job scheduling
and cluster resource management.

— Hadoop MapReduce: A YARN-based system for
parallel processing of large data sets.
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 Hadoop Ecosystem

03.10.2018

MapReduce
(Distributed Computation)

HDFS
(Distributed Storage)

YARN Framework Common Utilities
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* HDFS

— Hadoop distributed File System is based on Google
File System (GFS)

— Serves as the distributed file system for most tools
in the Hadoop ecosystem

— Scalability for large data sets
— Reliability to cope with hardware failures
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 HDFS is good for:

— Large files
— Streaming data

 NDFS is not good for:
— Lots of small files
— Random access to files
— Low latency access
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e Spark
— An open-source and fast engine for large-scale
data processing.

— It supports data streaming and SQL, machine
learning and graph processing.

— Spark uses Hadoop’s client libraries for HDFS and
YARN
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 Hadoop Extended Ecosystem

In-Memory,
Data Flow
Engine

Analytical
SQL-on-Hadoop

\
= HIVE

Spofl'g Sf cloydera

Resource
Management

BotNetTricks

03.10.2018

Machine
Learning

NoSQL
Database

Sporiz MLIib

<>
S
S
20

Integration
& Streaming

APACHE

STORM

Management &
Coordination

Manager




